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Geometric Analysis of Generative Models
Their geometric signatures, characterization and controllability through the lens of Differential Geometry

The main focus of my research is to develop a theoretical framework and practical algorithms for analyzing high-
dimensional traces of intelligent systems, in particular, modern deep generative models, to investigate and improve
their internal mechanisms (e.g. defects and signatures) in a principled way.

In recent years, we have seen a rapid development and integration of generative models into our society. Vision
generative models like Stable Diffusion [9] and Sora [5] have revolutionized ways to synthesize images and videos
with high realism, and Large-Language Models like GPT 3 [6] are assisting the generation of human language in
practical applications. Despite this advancement, there is still a big gap in understanding what makes these models
behave as they do, and what causal mechanism controls their different behaviors. For example, we still do not fully
understand how the composition of training datasets influences downstream model capabilities, how to attribute
model behaviors to subcomponents inside the model, and which algorithmic choices really drive performance.
Underlying these limitations is the lack of a formal framework that allows us to represent, estimate and analyze
their behaviors in their high-dimensional spaces, with both theoretical guarantee and computational efficiency.

To this end, the primary focus of my research is to develop a mathematical framework and efficient algorithms –
using the well-established theory of Differential Geometry – to (1) represent the complex behaviors of generative
models, (2) extract and analyze their geometric signatures, and (3) identify causal subcomponents inside the mod-
els that control their generative behaviors, with theoretical guarantee in both their capabilities and degenerative
behaviors (e.g., artifacts, biases). Addressing these problems is crucial for both the scientific understanding and
the real-world integration of safe and responsible AI. I approach this goal from the following three directions:

Geometric Signatures of Generative Models: One of the central questions that have surfaced with the develop-
ment of generative models is, what makes their synthetic data different from natural data (e.g., real images taken
by camera and documents written by human writers), as well as from synthetic data generated by different mod-
els. While this question has been studied as the problem of DeepFake detection [12; 13], its full extension, i.e.,
distinguishing amongst different methods of data synthesis (Model Attribution), remains mostly under-explored.

My work [11; 10] investigates this important, arising problem of model attribution from both theoretical and
practical perspectives: In [11], accepted to CVPR 2024, we formalize, for the first time in the literature, the
definition of artifact and fingerprint of generative models and propose an effective attribution method to study
and compare vision generative models. We conduct extensive experiments on a large array of generative models
from all four main families (GAN, VAE, Flow, Score-based) and show the effectiveness of our definition and
attribution method, outperforming existing SoTA methods. Furthermore, our method generalizes better to unseen
datasets, making it more robust and effective in real-world applications. We believe our definitions will lay an
important step towards formalizing the characteristics of generative models and preparing for their integration
into our society by helping to develop more effective attribution methods.

Future directions: First, I am working to generalize our current fingerprints of generative models to non-
euclidean data manifold by learning Riemannian metric from data [2] and estimating the geodesics [1] to estimate
our fingerprints. Our results so far look promising with improved attribution accuracy and generalization to un-
seen classes of data and generative models. Another direction I’m embarking on is to investigate other geometric
signatures (e.g., wave or heat signatures [8; 7; 14]) of natural vs. model-generated data, by developing efficient al-
gorithms for the high-dimensional spaces these generative models operate on, as an extension of our methods [11].

Mechanistic Interpretation of Causal Subnetworks in Generative Models: Understanding the inner workings
of generative models is critical both for improving their capacities and for aligning their behaviors to human values
and safety. Mechanistic interpretability is a prominent line of research that aims to fully specify a neural network’s
computation, similarly to reverse-engineering a computer program, and decompose a big block-box network into
smaller subnetworks whose functions are identifiable and interpretable by humans.

By building up on the previous work of GAN Dissection [4; 3] and our definition of artifacts and fingerprints
of GMs [11], our goal is to develop methods that can (1) identify causal subnetworks in generative models and
(2) intervene their pathways to control the model behaviors for better value alignment and safety. Theoretically,
such method can provide safety bounds on the model’s behaviors in new environments, and algorithmically, it can
help reprogram a model (without retraining from scratch) to steer their behaviors away from undesirable actions
(e.g., LLM generating socially biased texts; StyleGAN adding checkerboard artifacts to their images). As a first
step, we are working to identify artifact-generating circuits in vision generative models, and possible ways to
intervene.Future investigations will include LLMs and multimodal models like Vision-Language Models.

Summary: Going forward, there are many promising and critical open questions to investigate on the behaviors of
generative models and the causal mechanisms behind their behaviors. I believe the theory of differential geometry
provides rich language and computational tools to develop reliable and efficient methods to represent, estimate,
and analyze their behaviors, leading to insights into this new family of AI models that are rapidly changing our
daily lives. I believe my approach of blending theory and practice will lead to more reliable, interpretable, and
responsible deployment of generative models.
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